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Weight space structure and the storage capacity of a fully connected committee machine
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We study the storage capacity of a fully connected committee machine with a large nkindfdridden
nodes. The storage capacity is obtained by analyzing the geometrical structure of the weight space related to
the internal representation. By examining the asymptotic behavior of order parameters in the limit &f,large
the storage capacity, is found to be proportional t&+/InK up to the leading order. This result satisfies the
mathematical bound given by Mitchison and DurlpBiol. Cybern. 60, 345 (1989], whereas the replica-
symmetric solution in a conventional Gardner approgehrophys. Lett41, 481(1987; J. Phys. A21, 257
(1988] violates this bound.S1063-651X%97)02310-9

PACS numbegps): 87.10+e¢, 05.50+q, 64.60.Cn

Since Gardner’s pioneering work on the storage capacitypound. It also agrees with a recent one-step RSB calculation,
of a single-layer perceptrofi], there have been numerous using the conventional Gardner method, to within a small
efforts to use the statistical-mechanics formulation to studydifference of a numerical prefactdd3]. Finally, we will
feed-forward neural networks. The storage capacity obriefly discuss the fully connected parity machine.
multilayer neural networks has been of particular interest, We consider a fully connected committee machine With
together with the generalization problem. Barkai, Hanselinput units, K hidden units, and one output unit, where
and Kanter[2] studied a parity machine with a nonoverlap- Weights between the hidden units and the output unit are set
ping receptive field of continuous weights within a one-stepto 1. The network maps input vector§x/}, where
replica symmetry breakingRSB) scheme and their result u=1,... P, to outputy” as
agrees with a mathematical bound previously found by
Mitchison and Durbir{3]. Subsequently Barkai, Hansel, and ¢ < N
Sompolinsky[4] and Engelet al. [5] have studied the com- y#=sg Zl hi* | =sg Zl sg ;1 Wiix{
mittee machine, which is closer to the multilayer perceptron . .
architecture and is most frequently used iq real-wprld appli-\,\,here\,\,ji is the weight between thigh input node and the
cations. Though they have d_er_lved many interesting re_:sul_tsj,th hidden unit.hf‘Esgn(ZiN:lV\/jix{‘) is the jth component of
particularly for the case of a finite humber of hidden units, 'tthe internal representation for input patteixt’}. We con-

was found that their the replica-symmet(RS) result vio- . . . . ) _
lates the Mitchison-DurbifMD) bound in the limit where ;'ﬂs\; _csntmuous weights  with spherical  constraint,
i Wi =N.

the number of hidden units is large. Given P=aN patterns, the learning process in a layered

Recently, Monasson and O’Kang6] proposed a ; : .
statistical-mechanics formalism that can analyze the weigh eural _network can be mterpr_eted as the select_lon of _cells n
e weight space corresponding to a set of suitable internal

space structure related to the internal representations of hi&— . u .
den units. It was applied to single-layer perceptrihsg] as ~ 'ePresentationsi={hf’}, each of which has a nonzero el-
well as multilayer networks[10-12. Monasson and €mentary volume defined by
Zecchina[10] have successfully applied this formalism to
the case of both committee and parity machines with non- Vh:Tr{W--}H (y#Z h]M)H @(hftZ Wjixiu)v 2
overlapping receptive field$NRFs [10]. They suggested " i i i
that analysis of the RS solution under this statistical-
mechanics formalism can yield results just as good as th&here®(x) is the Heaviside step function. Gardner’s vol-
one-step RSB solution in the conventional Gardner methodUmeVe, thatis, the volume of the weight space that satisfies

In this paper we app|y this formalism for a derivation of the given input-output rE|ati0nS, can be written as the sum of
the storage capacity of a fully connected committee machindhe cells over all internal representations
which is also called a committee machine with overlapping
receptive field and is believed to be a more relevant archi- _

) { Ve Vo=2 V. )

tecture. In particular, we obtain the value of the critical stor- h
age capacity in the limit of largk, which satisfies the MD

. (@

The method developed by Monasson and his collaborators
[6,10] is based on the analysis of the detailed internal struc-
*Present address: Bell Laboratories, Lucent Technologies, 60ture, that is, how Gardner’s volumés is decomposed into
Mountain Avenue, Murray Hill, NJ 07974. elementary volume¥,, associated with a possible internal
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representation. The distribution of the elementary volumesespectively.

can be derived from the free energy The entropiesNy=Mw(r=1)] and Ng=Mw(r=0)]
are of most importance and will be discussed below. In the
thermodynamic limit, IN{(In(V¢)))=—g(r=1) is dominated
g(r)=-gr {{Mn 2 Vi ) by elementary volumes of sizg(r=1), of which there are

exp(\NNp). Furthermore, the most numerous elementary vol-
where (()) denotes the average over patterns. The entropyumes have the size/(r=0) and number exp{NVg). The
Mw(r)] of the volumes whose average sizes are equal teanishing condition for the entropies is related to the zero-
w(r)=—1/N In{{(V;,)) can be given by the Legendre rela- volume condition foVg and thus gives the storage capacity.

tions We focus on the entropyy of elementary volumes domi-
nating the weight space .
Mw(r)]=— 99(r) (= drg(r)] ®) The replicated partition function for the fully connected
&(1/r) a committee machine reads

[ —"

witha=1,...r anda=1,... n. Unlike Gardner’'s conventional approach, we need two sets of replica indices for the weights.
For a fully connected machine, the overlaps between different hidden units should be taken into account, which makes this
problem much more difficult than the treelikMRF) architecture studied in Ref10]. We introduce the order parameters

> h#
J

I1 @( hJWZ Wﬁax{‘) >> : (6)

M) a,a

a/3ab 2 WcravvkI , (7)

where the indices,b originate from the integer powerof elementary volumes angl 8 are the standard replica indices. The
replica symmetry ansatz leads to five order parameters as

g* (j=k, a=p, a#b)
qa (j=k a#p)
Qﬁ(ﬁab c  (j#k, a=pB, a=hb) (8)
d* (j#k, a=8, a#h)
d (j#k, a#B),

whereg* andq are, respectively, the overlaps between the weight vectors connected to the same hidden unit of the same
(a=pB) and different @# B) replicas corresponding to the two different internal representations. The order paramelgrs
andd describe the overlaps between weights that are connected to different hidden units, of wahitti* are the overlaps
within the same replica, wheredscorrelates different replicas.
Using a standard replica trick, we obtain

1 (K—1)(q—d) K—1
g(r)=Extry g« c.a.a¢{ — 35 In{1-g*+r(g*—q)—[c—d*+r(d*—d)]}

2|11-g*+r(g*—q)—[c—d*+r(d*—d)] Ty

q+(K—1)d
T g g+ (K- Dc—d* tr(d—d)]

In{l g*+r(q*—q)+(K—=1)[c—d*+r(d*—d)]} +(K—-1)

1 1
X 1—; In(1—g*—c+d*)+ 1—;

InNf[1—-g* +(K—1)(c—d*)]}

a .
—?JDt5jH Dt} In
J

Trhj®(z hj)J Dt4J I1 DtilU Dt,[] H(QJ—)) ” (9)
J J J
where we have posedlx=exp(~x4/2)dx/ 2, H(y)=[;Dx, and

0 V¥ —gq—d* +d th+(Ve—d* t,+g—d th+d* —d t4+ d to)h;
' Ji-g*+d*—c '

(10
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One may notice that the free energy evaluated=at is reduced to the RS results obtained by the conventional method on the
committee maching4,5], which is independent af* andd*. This means that the internal structure of the weight space is
overlooked by conventional calculation of Gardner’s volume. When we take therlimit, the free energy in Eq9) can be
expanded as

ag(r,g*,q,c,d*,d)

g(r.g*.q,c,d*,d)=g(1g.c.d)+(r—1) o (11)
r=1
As noticed,g(r,q*,q,c,d*,d) is the same as the RS free energy in Gardner's method. From the relation
ag(r ag(r
Np=— 290 o | 12

Ay | e |,

we obtain the explicit form of\; as
1| (K=1)(q—d)[q" —g—(d* —d)]
No=5 P 2
2 (1-gq—c+d)

N [a+(K=1)d][g* —g+(K-1)(d* —d)]
[1-g+(K=-1)(c—d)]

K-1)[g*—qgq—(d*—d)]

+(K—1)In[1—q—(C—d)]_( 1-q—(c—d)

—(K=21)In(1—-g* —c+d*)

—In[1-g*+(K=1)(c—d*)]+In[1-q+(K=1)(c—d)]—

g*—gq+(K-1)(d*—d)
1-gq+(K—1)(c—d)

Trhj(; hj)f Dt4f IJI Dtilf thlj] H(Q))In
Tth_@(Ej: hj)f Dt4H H(Q))

thZH H(Qj)}

—af Dtsf]__[ Dt}
J

+af Dt5f]__[ Dthin
J

Tth_@(E hj)f Dt4H H(Qj’)}, (13)

i

with

Q,_\/c—d t,+g—d th+ dts
" Ji1-q+d-c '

In the case of the NRF committee machine, where each of the hidden units is connected to different input units, we do not
observe a phase transition. A single solution is applicable for the whole rangelfcontrast, the phase-space structure of
the fully connected committee machine is more complicated than that of the NRF committee machine. When a small number
of input patterns are given, the system is in the permutation-symniP®qhase4,5,14,19, where the role of each hidden
unit is not specialized. In the PS phase, Gardner’s volume is a single connected region. The order parameters associated with
different hidden units are equal to the corresponding ones associated with the same hidden unit. When a critical number of
patterns is given, Gardner’'s volume is divided into many islands, each one of which can be transformed into other by
permutation of hidden units. In the case of generalization problefj) this is accompanied by the specialization of the hidden
nodes and their receptive fields. This phenomenon is called permutation symmetry br@&iBiglt induces a first-order
phase transition and discontinuity of the learning curve. In the storage capacity problem, specialization of the role of each
hidden unit is less obvious. However, separation of Gardner’s volume characterizes the onset of specialization among hidden
nodes, which leads to a better storage capacity. It has already been pointed out that the critical storage capacity is attained in
the PSB phasp4,5] and our recent one-step replica symmetry breaking calculation confirmed this pic3liréherefore, we
will focus on the analysis of the PSB solution near the storage capacity, in which—1 andc, d*, andd are of order K.

In particular,q(r=1), c(r=1), andd(r=1) are reduced to the usual saddle-point solutions of the replica-symmetric
expression of Gardner’s volung{r=1) [4,5]. WhenK is large, the trace over all allowed internal representations can be
evaluated similarly to Ref4]. The saddle-point equations fqf andd* are derived from the derivative of the free energy in
the limit r—1, as in Eq.(11). The details of the self-consistent equations are not shown for space consideration. In the
following, we only summarize the asymptotic behavior of the order parameters fordarge

(14)

128 K?

1—q+d—C~(77_—2)2?,

(15
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1 K—1)(c—d 2 K 16
—at(K=Dle-d)~—— 7, (16)

i
g+(K-1)d~——o, (17)

o
gt e L (18

q ¢ 2a?’
T2

1=g*+(K=1)(c—d*)~ 57, (19

wherel' = —[ a7 duH(u)In H(u)] *=0.62.

It is found that all the overlaps between weights connecting different hidden units have scalindskaf whereas the
typical overlaps between weights connecting the same hidden unit approach one. The order pacandetarsl d* are
negative, showing antiferromagnetic correlations between different hidden units, which implies that each hidden unit attempts
to store patterns different from those of the othiers].

Finally, the asymptotic behavior of the entrafyy, in the largeK limit can be derived using the scalings given above. Near
the storage capacityV; can be written, up to the leading order, as

1] K .
No=35 mm In(1-q)—K In(1—qg* —c+d*) +aj DtSJH Dtkln Tth@(; hjU Dt41;[ H(Qj’)}
1[ K oK | K oK | 1] (7m—2)? a?
o= NN T T«
K In K (77'—2)26!2 20
=K K- 25 @0

Being the entropy of a discrete systei; cannot be nega- conventional RS calculation, Enget al. suggested that the
tive. Therefore, N\y=0 gives an indication of the upper same storage capacity per synapse for both fully connected
bound of storage capacity, that ig,~ [16/(w—2)]K\InK.  and NRF committee machines will be similar, as the overlap
The storage capacity per synapse ¥642)+/InK, satisfies between the hidden nodes approaches £6toWhile the

the rigorous bound-InK derived by Mitchison and Durbin asymptotic scaling with respect tois the same, the storage

[3], whereas the conventional RS regudif5], which scales as capapity in the fully corjnected committee 'machine is larger
JK, violates the MD bound. than in the NRF one. It is also consistent with our result from

one-step RSB calculatiofiL3]. This implies that the small
but nonezero negative correlation between the weights asso-
The result yields the same scaling with respecKtobut a ciated with different hidden units enhances the storage ca-
e pacity. This may be good news for those people using a fully
coefficient smaller by a factor2. In the present paper, we connected multilayer perceptron in applications.
are dealing with the fine structure of version space related t0 £, the fact that the storage capacity of the NRF parity
internal representations. On the other hand, the RSB calcy;achine is Ii/In2 [2,10], which saturates the MD bound,
lation seems to handle this fine structure in association witly,o may guess that the storage capacity of a fully connected
symmetry breaking between replicas. Although the physic$,arity machine is also proportional EInK. It will be inter-
of the two approaches seems to be somehow related, it is n@kying to check whether the storage capacity per synapse of
clear which of the two can yield a better estimate of thewg 11y connected parity machine is also enhanced com-
storage capacity. It is possible that the present RS calculaﬂo&ired to the NRF machine. Our recent calculation of the

does not properly handle the RSB picture of the systemy, connected parity machine seems to support this expec-
Monasson and his co-workers reported that the Alme'datation[16].

Thouless instability of the RS solutions decreases with in-
creasingK, in the NRF cas¢10,11]. A similar analysis for We thank I. Kanter, R. Monasson, A. Engel, M. Opper,
the fully connected case certainly deserves further research. Biehl, and J. Hertz for stimulating discussions and help-
On the other hand, the one-step RSB scheme also introduc&d comments. This work was partially supported by the Ba-
an approximation and possibly cannot fully explain thesic Science Special Program of POSTECH and the Korea
weight space structure associated with internal representdinistry of Education through the POSTECH Basic Science
tions. Research Institute. It was also supported by a nondirected
It is interesting to compare our result with that of the NRFfund from Korea Research Foundati¢t997 and by KO-
committee machine along the same lif&6]. Based on the SEF Grant No. 971-0202-010-2.

Recently, we have studied this problem using a conven
tional Gardner approach in the one-step RSB schEig
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